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Difference 1n Difference
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Basic Setup

t € {0,1}: t=0 if before the treatment time; t=1 if after
r € {0,1}: r=0 if in control group; r=1 if in treated group

T =t - r 1s the treatment. So t=1 only 1f t=1 and r=1.

Like in experiments, only treated group after the treatment is treated.

Y_;1s the potential outcome in time t when treatment status 1s .
So, E(Yy; — Yy1|r = 1) is the interested ATT.

* There’re four observed volumes (two groups in two times):

»E(Y;1|lr = 1): treatment group + after the treatment
»E(Yyolr = 1): treatment group + before the treatment
»E(Yy1|lr = 0): control group + after the treatment

»E(Yyo|lr = 0): control group + before the treatment

2024/3/24 Qingging Zong (SHUFE)
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Identification

* We use the control group to infer the time effect of treated group. Then we
can figure out the treatment effects.
DID
=[E¥|r=1,t=1)—EX|r=1,t=0)] - [E(Y|[r=0,t=1) —E(Y|r = 0,t = 0)]
= E(Y11 — Yoo|r = 1) — E(Yp1 — Ygolr = 0)
= E(Y11 — Yo1lr = 1) + [E(Yo1 — Yoolr = 1) — E(Yo1 — Ygolr = 0)]

* DID is the interested ATT (E(Y;; — Yp1lr = 1)) if the Parallel Trend
Assumption holds

E(Yo1 — Yoolr = 1) = E(Yg1 — Ygolr = 0)

* The assumption means the treatment group shares the same time trend with
control group, or the time trend in the absence of the intervention are the
same 1n both groups
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Parallel Trend Assumption
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Estimation

——

e DID = [Ytl,treated T Yto,treated] o [Ytl,control o Yto,control]

e Linear form: y = 8y + B¢t + B,r + 6T + u; by OLS = §

« 6 = DID. OLS or fixed effects can be used to estimate DID.

2024/3/24 Qingging Zong (SHUFE) 6



Why 6 1s DID Estimator?

Before After
(t=0) (t=1) Difference

Treatment Bot Be Bot Bt Beto AY=p+o
(=1)

Control B Bot By AY = B,
(r=0)

Difference B, B,+o AAY =0
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Test Parallel Trend
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Impact of Capital Pension Subsidy Reduction On Annuity Pension Contributions
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Chetty et al.(2014,QJE)

Impact of Subsidy Reduction On Individual Capital Pension Contribs.
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How Much Should We Trust DID?

2024/3/24 Qingging Zong (SHUFE) 10



Statistical Inference of DID

e Bertrand Mariance,Esther Duflo,Sendhil Mullainathan,2004,How Much
Should We Trust Differences-in-Differences Estimates? Quarterly Journal
of Economics, 119(1),249-275.

* Because of serial correlation, DD estimation as it 1s commonly performed
grossly under-states the standard errors around the estimated intervention
effect.

First, DD estimation usually relies on fairly long time periods

@®
(2) Second, the most commonly used dependent variables in DD estimation
are typically highly positively serially correlated

(3) Third, the treatment variable changes itself very little within a state over
time

* These three factors reinforce each other to create potentially large mis-
measurement in the standard errors coming from the OLS estimation.

2024/3/24 Qingging Zong (SHUFE) 11



Survey of DID Paper

* Data comes from a survey of all articles in six journals between
1990 and 2000: American Economic Review; Industrial Labor
Relations Review; Journal of Labor Economics; Journal of Political

Economy; Journal of Public Economics; and Quarterly Journal of
Economics.

* They define an article as “Difference-in-Difference” 1f it: (1)
examines the effect of a specific interventions and (2) uses units
unaffected by the intervention as a control group.

e Their survey of DD papers, which we discuss below, finds an
average of 16.5 periods.

2024/3/24 Qingging Zong (SHUFE) 12



Survey of DID Paper (cont’d)

Number of DI papers
Number with more than 2 periods of dats
Number which collapse data into before-after
Number with potential serial correlation problem
Number with some serial correlation correction
GLS
Arbitrary variance-covariance matrix
hstnbution of time span for papers with more than 2 periods  Average

oo O B IS

16.5

Percentile WValue

1%

5%
104
25%
L
T5%
= L
B5%
9
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Over-rejection in DID Estimation

* A sample of women’s wages from the Current Population Survey
(CPS).

* 1979-1999, all women between the ages 25 and 50

* The sample contains nearly 900,000 observations, approximately
540,000 report strictly positive weekly earnings

* Dependent variable: log(weekly earnings)

(1 Draw a year at random from a uniform distribution between 1985
and 1995 (ensure having enough observations prior and post-
intervention)

(2) Select exactly half the states (25) at random and designate them as
“affected” by the law

3 Estimate DD 200 times where the control variables contain
education ,age , state dummies and year dummies

2024/3/24 Qingging Zong (SHUFE) 14



Over-rejection in DID Estimation (cont’d)

2024/3/24

A. CPS DATA
Rejection rate
Data P1is P2, Pa Modifications No effect 2% effect
1) CPS micro, log 675 B55
wage (.027) (.020)
2) CPS micro, log Cluster at state- A4 T4
wage yvear level (.029) (.025)
3) CPS agg, log 509, 440, 332 435 T2
wage (.029) (.026)
4) CPS agg, log 009, 440, 332 Sampling .49 663
wage wireplacement (.025) (.024)
5) CPS agg, log 509, 440, .332 Serially .05 988
wage uncorrelated laws (.011) (.006)
6) CPS agg, A70, 418, .367 A6 B8
employment (.025) (.016)
7) CPS agg, hours 151, 114, .063 265 .280
worked (.022) (.022)
8) CPS agg, changes —.046, .032, .002 0 978
in log wage (.007)

Qingging Zong (SHUFE)
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Over-rejection in DID Estimation (cont’d)

* The stylized exercise above focused on data with 50 states
e and 21 time periods.

* Many DD papers use fewer states and several DD papers use fewer
time periods.

 They examined how the rejection rate varies with these two
important parameters

(1) Varying the number of states does not change the extent of the
over-rejection

(2) Over-rejection falls as the time span gets shorter, but it does so at
a rather slow rate

2024/3/24 Qingging Zong (SHUFE)
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Over-rejection in DID Estimation (cont’d)

TABILE IIT
WaAaRYING IN anmD T

b afra 2B

Rejection rate

Data i) T No effect 25 effect
AL CPS IDATA
1)y CPS aggregate 50 21 e ] B63
(D25) 24y
2y CPS agerecate 20 21 20 -
2D CLO25)
3y CPS agcrecate 10 21 443 510
(D25 CLO25)
4y CPS aggregcate L3 21 283 LA33
(D25 CO25)
5) CPS aggregate 50 11 20 G35
(D200 024y
B6) CPS aggregate 50 T s 635
DT 24y
Ty CPS aggregate 50 5 DT8 5
L =] CO2Z5)
8) CPS aggregate 50 = 048 263
L B ] 024y
9) CPS aggrecate 50 2 O5E 28
L 0l i ] (D222
B. MONTE CARILO SIMULATIONS WITH SAMPLING FROM AR(L) DISTRIBTULTTIOMN
10 ARCLY), p = .8 S50 21 .25 638
(28D D28
11y ARCL), p = .8 20 21 .35 538
(28D D29y
12y ARCLY), p = .8 1 21 2975 505
D280 (D29
13y ARL), p = .8 [ 21 293 =3
(O28) CoD2Z0)
14y ARL), p = .8 S0 11 235 588
(D27 CLO28Y
15 ARCLY), p = .8 50 5 ATE 5525
(222D CO2Z2O)
16 AR(L), p = .8 50 == O A35
COT D CO2Z2O)
17Ty AR(L)Y), p = .8 50 50 .49Ts .BE5
D290 0200

2024/3/24 Qingging Zong (SHUFE) 17
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Solutions

* Parametric Methods: misspecification??

* Block Bootstrap: complicated!

* Ignoring Time Series Information

2024/3/24 Qingging Zong (SHUFE) 18
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Parametric Methods

Rejection rate

Data Technique Estimated p;, No effect 2% Effect
A. CPS DATA

1) CPS agpregate OLS 49 663
(.025) (.024)

2) CPS agpregate Standard AR(1) 381 .24 .66
correction (.021) (.024)

3) CPS aggregate ARI(1) correction A8 363
imposing p = .8 (.019) (.024)

B. OTHER DATA GENERATING PROCESSES

4) AR(1), p = .8 OLS 373 .T65

(.028) (.024)

5) AR(1), p = .8 Standard AR(1) 622 205 T15

correction (.023) (.026)

6) AR(1), p = .8 ARI(1) correction 06 323

imposing p = .8 (.023) (.027)

7) AR(2), p, = .55 Standard AR(1) 444 305 625

pe = .35 correction (.027) (.028)
8) AR(1) + white Standard AR(1) 301 385 !

noise, p = .95, correction (.028) (.028)

noisefsignal = .13

2024/3/24 Qingging Zong (SHUFE) 19



Block Bootstrap

* For each placebo intervention , compute the absolute #-statistic

* Construct a bootstrap sample by drawing with replacement 50
matrices (y S,v_S)

* Run OLS on this sample, obtain an estimate beta r hat, t r
= abs(beta r hat - beta hat)/se(beta r hat)

 The difference between this distribution and the sampling
distribution of ¢ becomes small as N goes to infinity,even in the
presence of arbitrary autocorrelation

2024/3/24 Qingging Zong (SHUFE)
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Block Bootstrap(cont’d)

b afra 2B

TABLE WV
BLOCK BOOTSTRAP

EREejection rate

Data Technigue ™ Mo effect 29% effect

A CPS DATA

1) CPS agpgregate OLS 50 43 T35
CO025) (.022)
2) CPS aggregate Block bootstrap a0 JO6s 26
013D (.022)
3) CPS agpgregate OLS 20 385 .595
(0220 (.025)
4y CPS agpregate Block bootstrap 20 A3 A5
COLT) (.020)
5) CPS aggregate OLS 10 O85 A8
(024 (.O24)
6) CPS aggregate Block bootstrap 10 225 25
0210 (.022)
T) CPS agpregate OLSs & 48 A35
C025) (.025)
8) CPS agpregate Block bootstrap & A35 TS
(022) (.025)
B. AR(1) DISTRIBUUTTOMN
9y AR, p = .B OLS 50 44 LT0
C035) (.032)
10y AR(1), p = .8B Block bootstrap 50 05 .25
015D (.031)

2024/3/24 Qingging Zong (SHUFE) 21



Ignoring Time Series Information

IGMORING TIME SERIES IATA

b afra 2B

Rejection rate

IData Technigue ™~ MNo effect 29 effect

AL CPS DATA

1y CPS agos OLS 50 A9 L5653
D250 A2
2) CPS aggo Simple aggregation 50 R AG3
C.O1L1 COLED
3) CPS aggs Residual aggregation 50 OB S ATE
C.O1L1y CAO1S)
43 CPS apo. stagpered laws Residual agopregation 50 048 363
COLy (A2
5) CPS agg OLS 20 .29 = 8
CO25) (D250
B8y CPS agos Simple aggregation 20 JADED R ESEH
C.OL1p Lo o I Iy
Ty CPS agg Residual aggregation 20 JDaE ASs3
C.OL A0S
5y CPS ages. stagpered laws Residual aggregation 20 A04as 130
C.OL1y CAOT )
9) CPS age OLS 10 A4 51
D25 (D250
10y CPS age Simple aggregation 10 R JDES
C.O1L1y CAOI2ZD
11y CPS age Residual aggregation 10 Ralel: ATE
C.OL4) CADIS)
12y CPS age. staggered laws Residual aggregation a0 08 s LA2E
C.O1L4) CAOIT )
13y CPS agg OLS L& .283 .A33
C.O2Z24) (D24
14y CPS agg Simple aggregation L& eSS 0T
COLZ) COL3)
15 CPS ags Residual aggregation L& A1 LA23
COLE ) CAOLE)
168y CPS agp, staggered laws Residual aggregation L& Rals] A3FS
C.O14) CADAT )
B. AR(1) DISTRIBLTTION
17Ty ARCLY), p = .8 Simple aggregation 50 AO5O 243
COLZE) (D25
18) AR(L), p = .8 Residual aggregation 50 045 235
D122y D240
19y ARCL), p — .8, staggered laws Residual aggregation 50 OTs .a55
C.OLS) (D280

2024/3/24 Qingging Zong (SHUFE) 22



e M | N

vvvvvvv

hafrmxd

Staggered DID
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Basic Setup

* The canonical difference-in-differences (DID) model contains two
time periods, “pre” and ‘“post”, and two groups, “treatment” and
“control”.

* Most DID applications, however, exploit variation across groups of
units that receive treatment at different times.

» Staggered DID adopts a two-way fixed effects specification:
Vite = a; + A + [Dy + uy

2024/3/24 Qingging Zong (SHUFE) 24



Use of DID 1n Finance and Accounting: 2000-2019

11111111111

(1)

(2)

(3)

DD Staggered  Staggered DiD / DiD
DiD (%)

Journal of Finance 54 29 53.70%
Journal of Financial Economics 162 79 48.77%
Review of Financial Studies 139 66 47.48%
Review of Finance 28 12 42.86%
Journal of Financial and Quantitative Analysis 56 32 57.14%

Finance 439 218 49.66%
Journal of Accounting Research 52 21 40.38%
Journal of Accounting and Economics 63 34 53.97%
The Accounting Review 108 52 48.15%
Review of Accounting Studies 46 24 52.17%
Contemporary Accounting Research 43 17 39.53%

Accounting 312 148 47.44%
Finance and Accounting 751 366 48.74%

2024/3/24
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Recent Advances

 Goodman-Bacon,A.2021,Difference-in-Differences with Variation in
Treatment Timing. Journal of Econometrics

* Baker, Andrew C., David F. Larcker, and Charles C.Y. Wang. "How
Much Should We Trust Staggered Difference-In-Differences
Estimates?" 2021,Working Paper

2024/3/24 Qingging Zong (SHUFE) 26



Main Conclusions

* Recent advances in econometric theory show that such designs are
likely to be biased 1n the presence of treatment effect heterogeneity

* Goodman-Bacon(2021) derives an expression for this general DID
estimator according to the DD Decomposition Theorem, and shows
that it 1s a weighted average of all possible two-group/ two-period DID
estimators in the data

* Baker et al.(2021) apply recently proposed methods to a set of prior
published results and find that the reported effects in prior research
become indistinguishable from zero in many cases

2024/3/24 Qingging Zong (SHUFE)
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Three Groups

o afps 2%

Figure 1. Difference-in-Differences with Variation in Treatment Timing: Three Groups
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Decomposition: Graph

o afps 2%

Figure 2. The Four Simple (2x2) Difference-in-Differences Estimates from the Three Group

Case
A. Early Group vs. Untreated Group B. Late Group vs. Untreated Group
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Decomposition

DD ~2x2 ~2x2,k ~2x2,0
g = Z SkuBry T Z ZSH" kaﬁw + (= tke) By ]

k=U k=zU {>k

~2x2 _ (_pPOST(k) —PRE(k) —POST(j)  —PRE(j)
KU =(yk —Vk )_(yU — Yy )

~2x2k _ (_MID(kf) —PRE(k) —MID(k,f) _ —PRE(k)
Pro = ( K — Yk )_(yf Y )

~2x2¢ —_POST(#) —MID(k,{) —POST(¢#) —MID(k,{)
By = (300 =g — (05T - D)

2024/3/24 Qingging Zong (SHUFE)
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Weights

b afra 2B

7D
VkU

.

(ng + ny) ey (1 — my )Di(1 — Dy)
vD *

Sku =

~D .k
vkE

D« —D, 1 — Dy

((ng + ne) (1 —ﬁf))2 Ne (1 — Nie)

ko 1—D;, 1—Dy
l}lﬂf
_ D, Dy — D,
((nk 4+ ng) D)™ Npe (1 — Ngg) = ——=
¢ Dy Dy
Ske = D

and Zk;&u Sku + Zk;éu D e=k [Sﬁi’. + Sf:f] = 1.
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Weights (cont’d)

* The weights come both from group sizes and the treatment
variance 1n each pair

Subsample
variance of
treatment

Myey (1 = nku)ﬁk@\’

Sample size?

20

2024/3/24 Qingging Zong (SHUFE) 32



Is the estimated parameter ATT?

ATT (W) = E[Y;; — Y|k, t € W]

AYE(W,, W) = E|YHEk W, | — E|Y kW], h=01
B2 = ATT,(POST(k)) + AYS(POST(k), PRE(k)) — AY2(POST (k), PRE(k)) (11a)
22K = AT, (MID(k, £)) + AY(MID(k, €), PRE (k)) — AY (MID(k, £), PRE(k)) (11b)
B = ATT,(POST(£)) + AY?(POST(£),MID(k, £)) — AYS(POST(£), MID (k, £))
— |ATT,(POST(£)) — ATT,(MID(k, )] (11c)

2024/3/24 Qingging Zong (SHUFE) 33



The Bias
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b afra 2B
- o 3/e >
k
i : -’
This one is fine o5
| e
J #
z
-
F
diff in control group
¢ diff in treatment group
!
This one is not
I
E; Time t;
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The Meaning of Beta

hafrmxd

plim PP = VWATT + VWCT — AATT
(1) Variance-weighted ATT

VWATT = z oxu ATT(POST (k)) + Z Z[aﬁEATTk(MJD(k, 2)) + o, ATT,(POST (k))]
kU k+U £>k

(2) Variance-weighted common trends

VWCT = Z oxu|4Y,¢ (POST (k), PRE(k)) — AY (POST (k), PRE (k))|
kU

+ Z Z[n;;,{,ﬂyk“[mm(k, 1), PRE(k)) — AY(MID(k,1), PRE(k))}
kU >k
+ op,{AY2 (POST (1), MID (k, 1)) — AV, (POST (1), MID (k,1))}] =~ Zav,?[w; — wf]
k
(3) Weighted sum of the change in treatment effects

DATT = ) ) ol [ATT, (POST (£)) — AT, (MID (k, £))]

k=U >k

2024/3/24 Qingging Zong (SHUFE) 35
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No-fault divorce reforms and female suicide

Table 1. The No-Fault Divorce Rollout: Treatment Times, Group Sizes, and Treatment

Shares
No-Fault Divorce Number of Share of Treatiment Share
Year (t;.) States States (nyg) (Dy)
Non-Reform States 5 0.10
Pre-1964 Reform States 8 0.16 )
1969 2 0.04 0.85
1970 2 0.04 0.82
1971 7 0.14 0.79
1972 3 0.06 0.76
1973 10 0.20 0.73
1974 3 0.06 0.70
1975 2 0.04 0.67
1976 1 0.02 0.64
1977 3 0.06 0.61
1980 1 0.02 0.52
1984 1 0.02 0.39
1985 1 0.02 0.36

el W Tt

-----------

Hogad

b afpe B

Notes: The table lists the dates of no-fault divorce reforms from Stevenson and Wolfers (2006). the muunber and share
of states that adopt in each vear. and the share of periods each treatment timing group spends treated in the estimation

sample from 1964-1996.

2024/3/24 Qingging Zong (SHUFE)
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bacondecomp
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bacondecomp (cont’d)

b afpz 2B
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bacondecomp (cont’d)
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Ll
() OB X o XX o F' N x x
0o | X é) O o F Y A A
N Ty x A
><
ol
| o

! x

() A

&

I I I
0 .05 |
Weight
O Timing groups & Always treated vs timing

X Never treated vs timing

Overall DD Estimate = -2.5159636
Always vs never treated = 330.38846 (weight = .00508966)
Within component = 80.012329 (weight = .00508966)
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DID decomposition Cle g0

Figure 6. Difference-in-Differences Decomposition for Unilateral Divorce and Female

Suicide
T
> Mo ]
v ————— ___Later Group Treatment vs. Earlier Group Control
L — Weight = 0.26; DD = 3.51
— e W
Lo :*§
o 2
=
— = "‘T:"x o Treatment vs. Non-Reform States
. 4 Weight = 0.24; DD = -5.33
= 7S 3 5 pelh |
=
= 3 2. II
== Xy O | DD Estimate = -3.08
=) e v =
b -"* "x © O F ak
[k . = e o o =]
BRI - o~ ¥ /
s
Y e Treatment vs. Pre-1964 Reform States
Weight =038, DD = -7.04
=4 =
o
* Earlier Group Treatmment vs. Later Group Control
o Weight =0.11; DD =-0.19
=
= 4
! T T T T T T
0 0z 04 06 08 1

Weight
MNotes: Wotes: The figure plots each 2x2 DD components from the decomposition theorem against their weight for the
umlateral divorce analvsis. The open circles are terms 1in which one fiming group acts as the treatment group and the
pre-1964 reform states act as the control group. The closed tnangles are terms in which one tinung group acts as the
treatment group and the non-reform states act as the control group. The x"s are the timing-only terms. The figure notes

the average DD estimate and total weight on each tyvpe of companson. The two-way fixed effects estimate. -3 08,
equals the average of the y-axis values weighted by their x-axis value.
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Thanks!
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